Role of Protein Interactions in Defining HIV-1 Viral Capsid Shape and Stability: A Coarse-Grained Analysis
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ABSTRACT  Coarse-grained models of the HIV-1 CA dimer are constructed based on all-atom molecular dynamics simulations. Coarse-grained representations of the capsid shell, which is composed of ~1500 copies of CA proteins, are constructed and their stability is examined. A key interaction between carboxyl and hexameric amino terminal domains is shown to generate the curvature of the capsid shell. It is demonstrated that variation of the strength of this interaction for different subunits in the lattice can cause formation of asymmetric, conical-shaped closed capsid shells, and it is proposed that variations, in the structure of the additional carboxyl-amino terminal binding interface during self-assembly, are important aspects of capsid cone formation. These results are in agreement with recent structural studies of the capsid hexamer subunit, which suggest that variability in the binding interface is a cause of the differences in subunit environments that exist in a conical structure.

INTRODUCTION

Viral capsids are protein shells that enclose the genetic material of the virus. During infection of a host cell, the capsid shell is disassembled to release the genetic material, and in the later stages of infection, the shell is reassembled, attaining its final shape during viral maturation (1–7). Interfering with either the assembly or disassembly of the viral capsid shell has been shown to result in reduced viral infectivity (8–14). Consequently, the viral capsid has gained increasing importance as a target for antiviral agents.

Viral capsids have a highly regular and symmetric lattice structure (15). The structure of many viral capsids can be explained through the principles of quasiequivalence formulated by Crick and Watson (16) and Caspar and Klug (17). Under these theories, viral capsid subunits adopt different local conformations to combine into hexameric and pentameric subunits that form an icosahedral capsid cage. By Euler’s theorem, the presence of 12 pentameric subunits is necessary to form a closed polyhedral structure. The shape of the polyhedral structure is then determined by the placement of the 12 pentameric subunits. In icosahedral capsids, the pentameric subunits are placed symmetrically such that each subunit has an identical environment. However, notable exceptions to icosahedral viral capsid structures exist. These include the capsids found in retroviruses, for example the conical capsid found in the HIV-1 viral particle (18,19).

Based on the available evidence, the HIV-1 capsid cone is considered to consist of hexameric and 12 pentameric subunits, with seven of the several hundred pentamers located at the broad end of the cone and the remaining five pentamers located at the narrow end (19). HIV-1 capsids are thought to be formed according to the same rules as those for a fullerene cone structure. The presence of hexameric lattices in HIV-1 and related lentivirus capsids have been recently verified (20–22).

The HIV-1 viral capsid appears to have a simple and regular structure; however, the physical principles responsible for the formation of a conical shape are still unknown, and have been the subject of numerous theoretical and computational studies (23–26). Experiments have demonstrated the self-assembly of HIV-1 viral capsid proteins into cones and cylinders both in vitro and in vivo, although the environments for self-assembly in vitro and in vivo are quite different (14,18,19). Furthermore, capsid proteins self-assemble in vitro into cones and cylinders in both the presence and the absence of viral RNA (27,28), indicating that capsid formation is a self-assembly process driven mainly by interactions between the constituent capsid proteins.

The formation of the conical capsid occurs over multiple scales. As capsid formation is a self-assembly process, local interactions between CA monomers (to be defined shortly) play an important role in determining the outcome of the assembly. The CA monomer is a 23-kDa protein with an amino (NTD) and carboxyl terminal domain (CTD) that are connected by a short-linker region. Experimentally, suitable mutations of either domain either disrupted cone formation or resulted in the formation of other capsid shapes (27,29). These experiments therefore provide evidence that capsid formation is sensitive to the detailed protein-protein interactions between CA protein subunits and further reinforce the concept that capsid formation is a self-assembly process (13).

The experimental evidence implies that modeling approaches to understand the self-assembly of the HIV-1 capsid must accurately include the local capsid protein interactions that are crucial to the self-assembly process. On the other hand, capsid self-assembly involves hundreds of association events between individual CA proteins. As a result the timescales over which capsid self-assembly takes place
are long in comparison to the timescales that govern individual CA protein dynamics. Consequently, it is extremely difficult to directly study this self-assembly process at the molecular level and to draw inferences regarding the factors that determine capsid shape and symmetry. Furthermore, since there is such a great separation in time- and length scale between individual CA association events driven by protein-protein interactions, and the assembly of the capsid lattice as a whole, it is a challenging problem to specifically relate the influence of individual CA protein-protein interactions on capsid stability, shape, and symmetry.

This work addresses the problem of relating CA protein interactions to structural and shape properties of self-assembled HIV-1 and similar retroviral capsids. We investigate the role of different CA protein-protein interactions in controlling the shape of the HIV-1 capsid, and the physical factors that govern capsid lattice symmetry and structure. The relationships between specific CA protein-protein interactions and shape are predicted.

To make the connection between CA protein-protein interactions and structure, a coarse-graining approach is used here wherein CA protein-protein interactions are mimicked through interactions between coarse-grained (CG) sites chosen to represent capsid protein structure. Then, by altering different representative protein-protein interactions in CG models of the capsid, we analyze the roles of different CA protein-protein interactions in determining capsid shape and stability. Using a similar strategy, inferences are also made regarding the physical factors that determine capsid lattice symmetry and structure. Where possible, experimentally available structures of capsid protein complexes are simulated with molecular dynamics (MD) methods to determine the optimal location of the CG sites, and the MD simulations are used to determine strengths of effective interactions between various CG sites. Remaining interaction parameters that cannot be determined from MD are treated as adjustable parameters, and their strengths are altered to infer their importance in determining capsid structure and shape. All the effective interactions studied through coarse-graining are chosen to represent experimentally known or inferred protein-protein interactions as closely as possible.

The following sections of this article are organized as follows. In Methods, we explain the techniques developed and used to construct CG models of the HIV-1 CA dimer, based on MD simulations of a model built from structures of the dimerizing CTD and the NTD. The Results section presents CG MD simulations performed on CG models of the HIV-1 CA structure, showing the effects of varying strengths of different CG effective protein-protein interactions on the structure of the capsid. These simulations and their results are further addressed in the Discussions section, where predictions are made regarding the relation among CA protein-protein interactions and capsid shape, stability, and lattice structure.

METHODS

The capsid lattice consists of CA hexamers, each formed by six monomeric NTDs (21). Each CA hexamer is surrounded by another six hexamer neighbors. Two such neighboring hexamers are bound to each other, and into a lattice, through the dimerization of corresponding monomeric CTDs (30,31). The structure and interactions are illustrated in Fig. 1. The individual hexameric units are unstable in solution, and so HIV-1 CA proteins
exist predominantly in their dimeric form in such environments (30). The capsid lattice contains two main packing interfaces: the NTD-NTD interface that exists in the CA hexamer, and the CTD-CTD dimer interface that binds the CA proteins from adjacent hexamers (see Fig. 1, a and b). Additionally, experimental evidence shows (21,32) there is a third CTD-CTD-CTD (that binds the CA proteins from adjacent hexamers (see Fig. 1, a and b).

The following notation will be employed: \( N^i_T \) will refer to the \( i \)th NTD CG site on hexamer \( n \). Likewise, \( C^i_N \) will designate the \( i \)th CTD CG site on hexamer \( n \) and is shown in Fig. 1. It is possible to express the total interaction energy of \( N_T \) CG hexamers as written:

\[
V_{\text{CG total}} = \sum_{n=1}^{N_T} \left[ \sum_{i=1}^{6} \sum_{m=1}^{N_T} V_{\text{bond}}^{N^i_T N^m_T} + \sum_{i=1}^{6} \sum_{j>i}^{N_T} \sum_{m=1}^{N_T} \sum_{j>i}^{N_T} V_{\text{pair}}^{N^i_T N^j_T} + \sum_{i=1}^{6} \sum_{j>i}^{N_T} \sum_{m=1}^{N_T} \sum_{j>i}^{N_T} V_{\text{pair}}^{N^i_T N^m_T} \right] + \sum_{n=1}^{N_T} \sum_{i=1}^{6} \sum_{m=1}^{N_T} \sum_{i>m}^{N_T} \sum_{m>n}^{N_T} V_{\text{3body}}^{N^i_T N^m_T N^k_T} + \sum_{n=1}^{N_T} \sum_{i=1}^{6} \sum_{m=1}^{N_T} \sum_{i>m}^{N_T} \sum_{m>n}^{N_T} V_{\text{3body}}^{N^i_T N^m_T N^k_T} \\
+ \sum_{a=1}^{3} \sum_{i=1}^{6} \sum_{m=1}^{N_T} V_{\text{3body}}^{N^i_T N^m_T N^a_T} \right].
\]

In Eq. 1, \( 6N_T \) is the total number of monomers. The value \( \varepsilon = 0 \) applies for simulations of the four-CG site dimer (two sites per CG monomer model), and is 1 otherwise (e.g., for the eight-site dimer CG model). The four sites labeled \( (N^1_T, N^2_T, N^3_T, C^i_N) \) involve summations over additional indices \( \alpha, \beta \) in Eq. 1 that denote the additional sites for each CG NTD. The cross terms \( V_{\text{pair}}^{N^i_T N^m_T} \) are turned off for simulations involving the three-body contributions in Eq. 1 to save on computational time. Test simulations were run to confirm that they had no effect on the results of the CG simulations. The pair and three-body potentials had a distance cutoff of 8 nm, whereas the torsional potential has a distance cutoff of 4 nm. An important difference between the CG model potential in Eq. 1 and actual protein interactions is that, in contrast to protein-protein interactions in which individual proteins bind each other through specific and complementary interfaces (and which do not generally participate in forming other protein-protein interfaces), the CG potentials are nonspecific interactions. These nonspecific interactions allow, in principle, for interactions between arbitrary numbers of sites (CG interfaces), as long as they are within the appropriate distance cutoffs that are described later in this section. The distance cutoffs are the same as traditional cutoffs in the definition of nonbonded potentials used in MD simulations.

For the higher-resolution CG model (Fig. 1, d) described later in this work, additional three-body angular potentials are introduced to effectively represent the “honeycomb” hexagonal lattice symmetry of the underlying molecular lattice, and these additional interactions are given by the last term in Eq. 1. In addition to this, the other summations involving CG sites representing NTDs acquire additional indices corresponding to interactions of the different types of sites between each pair of NTDs. For example, the pair potential term, \( V_{\text{pair}}^{N^i_T N^m_T} \), becomes \( V_{\text{pair}}^{N^i_T N^m_T N^k_T} \) and the summation is extended and evaluated for all pairs of NTD CG site types \((\alpha, \beta)\). The three-body potentials are always required to involve sites of the type \( N^{i-1}_T \), which bond to the CTD CG site \( C^i_N \) through the bonded potential, \( V_{\text{bond}}^{N^i_T C^i_N} \) (Fig. 1, d). Hence the effective CTD-NTD potential, \( V_{\text{3body}}^{N^i_T N^m_T N^k_T} \), is replaced by the summation, \( \sum_{\beta=3} V_{\text{3body}}^{N^i_T N^m_T C^\beta_N} \), and the three-body potential \( V_{\text{3body}}^{N^i_T N^m_T N^k_T} \) is replaced by \( \sum_{\alpha=1}^{3} V_{\text{3body}}^{N^i_T N^m_T N^\alpha_T} \).

The types of CG potential functions used in each term in Eq. 1 are provided in Table 1. The torsional potential used can be understood from Fig. 1. CTD domains belonging to a capsid monomer are involved in the CTD-CTD dimer and the hexameric NTD-CTD interfaces. Hence torsion about the CTD-CTD dimer, or the NTD-CTD interface directly affects the hexameric NTD-CTD interface.

The general strategy to identify and construct CG representations requires the identification of CG site positions within each protein domain and the determination of reasonable values for the CG effective potential parameters. These two tasks are discussed below. Since experimental structures of the CA dimer are available, and since CA proteins exist in dimeric form in solution, atomistic MD simulations of the dimer were performed and CG sites identified based on the simulations.

### TABLE 1 A listing of the potentials used for each interaction

<table>
<thead>
<tr>
<th>CG model type</th>
<th>Interface</th>
<th>Interaction</th>
<th>Potential type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-site</td>
<td>CTD-CTD</td>
<td>(( C^i_N : C^i_N ))</td>
<td>LJ (pair, Eq. 2)</td>
</tr>
<tr>
<td>NTD-NTD</td>
<td>(( N^i_T : N^m_T ))</td>
<td>LJ (pair, Eq. 2)</td>
<td></td>
</tr>
<tr>
<td>NTD-CTD</td>
<td>(( N^i_T : C^i_N ), dimer)</td>
<td>Harmonic (pair, Eq. 3)</td>
<td></td>
</tr>
<tr>
<td>NTD-CTD-CTD</td>
<td>(( N^i_T : C^i_N ), dimer)</td>
<td>Harmonic (pair, Eq. 3)</td>
<td></td>
</tr>
<tr>
<td>Hexameric NTD-CTD</td>
<td>(( N^i_T : N^m_T : C^i_N ))</td>
<td>Three-body angular (Eq. 5)</td>
<td></td>
</tr>
<tr>
<td>Four-site (additional potentials only)</td>
<td>NTD-CTD-CTD-NTD</td>
<td>(( N^i_T ) : ( C^i_N ) ( C^i_N ) ( N^m_T )) or (( N^i_T ) : ( N^m_T ) : ( C^i_N ) ( N^m_T )), ( \alpha = 1,2,3 ))</td>
<td>Torsion (four-body, Eq. 7)</td>
</tr>
<tr>
<td>NTD-NTD</td>
<td>(( N^i_T : N^m_T : N^k_T ))</td>
<td>Three-body (Eq. 6)</td>
<td></td>
</tr>
<tr>
<td>Intra NTD</td>
<td>(( N^i_T : N^m_T : N^k_T )), (( C^i_N ), Fig. 1)</td>
<td>Harmonic (pair, Eq. 1, Eq. 3)</td>
<td></td>
</tr>
</tbody>
</table>

---

*Shown as lines between sites in Fig. 1. For the four-site monomer model, the interactions listed are in addition to those included from the two-site monomer model.*
Intra NTD (pair, Nj × Nn) interactions evaluated from the atomistic ensemble. This ensures that the CG potentials were then obtained from the functional fit to probability distributions from the structures obtained from atomistic MD. Intradimer CG potential interactions around their mean values were calculated in each of the CG variables. The LJ potentials used for the CTD dimer interface in CG simulations, \( V_{C_iC_j}^{\text{LJ}} \), was added with a well-depth of 4 kcal/mol and a bond length to the HIV-1 capsid lattice. This well-depth was chosen to keep the binding potential used for different interfaces (Fig. 1) is given in Table 1, and the parameters are provided in Tables 2–4.

Four-site dimers

In addition to the pair potentials from Eqs. 2 and 3 (see Table 1), we used a three-body interaction to represent the hexameric NTD-CTD interface simulations involving two-site CG models of the CA monomer (four sites for a dimer, see Fig. 1 d). This potential involves CG sites in the sequence \( N_i^{N_h} - N_j^{C_h} - C_i^{C_h} \), as shown in Fig. 1. The angular part of this potential involves the angle, \( \theta_{N_i^{N_h}C_j^{C_h}C_i^{C_h}} \), subtended around the central site, \( N_i^{N_h} \), by the other two sites, and the spatial part is a function of the spatial distances, \( r_{N_i^{N_h}C_j^{C_h}}/C_0 \), from the central CG site, \( C_j^{C_h} \). The functional form is

\[
V_{\text{body}}^{\text{N}_i^{\text{N}_h}C_j^{\text{C}_h}C_i^{\text{C}_h}} = K_{\theta} \left( \theta_{N_i^{N_h}C_j^{C_h}C_i^{C_h}} - \theta_0 \right)^2 \exp \left(-\frac{r_{N_i^{N_h}C_j^{C_h}}}{C_1^N} \right).
\]

Similarly, the \( N_i^{N_h} - C_j^{C_h} - C_i^{C_h} \) dimer angular interaction has the functional form

\[
V_{\text{angle}}^{\text{N}_i^{\text{N}_h}C_j^{\text{C}_h}C_i^{\text{C}_h}} = K_{\theta} \left( \theta_{N_i^{N_h}C_j^{C_h}C_i^{C_h}} - \theta_0 \right)^2 \exp \left(-\frac{r_{N_i^{N_h}C_j^{C_h}}}{r_0} \right).
\]

Except for the damping constants \((a, r_0)\), the three-body parameters in Eqs. 4 and 5 were treated as free variables. Fig. 2 displays the final CG structures resulting from different values of the three-body spring constants. We performed simulations for different values of the angles, \( \theta_0, \alpha \), between 40° and 90°, and the results were found to be insensitive to their values. The damping constants \((a, r_0)\) in Eqs. 4 and 5 were chosen to be ~11 nm.

Eight-site capsid dimers

Results from studies of the capsid lattice constructed from the two-site CG monomers described later indicate that a higher resolution CG model is required to describe the honeycomb p6 lattice symmetry properties of the CA lattice. Thus, CG potentials were also constructed for a four-site (three-site NTD and one-site CTD) monomer model (eight-site dimer), shown schematically in Fig. 1 d, of the CA protein. These potentials are described here.

### Calculation of CG model effective potentials

CG variables represent collective degrees of freedom of several atoms in a protein; hence, their interactions must be chosen to describe large-scale protein motions, whereas the effects of local fluctuations of the individual atoms are represented in an averaged, effective fashion (37). Thus, fluctuations in each of the CG variables around their mean values were calculated from the structures obtained from atomistic MD. Intradimer CG potential parameters were then obtained from the functional fit to probability distributions evaluated from the atomistic ensemble. This ensures that the CG potentials obtained are thermodynamic averages over local modes of motion. The Lennard-Jones (LJ) potential parameters used to represent CG CTD-CTD \((C_i^{C_h} : C_j^{C_h})\) interactions were evaluated from CG bond lengths by equating the effective harmonic potential spring constants obtained from the atomistic MD to the second derivative of the LJ potentials at their minimum positions. An LJ potential modeling the hexameric NTD binding interactions \((N_i^{N_h} : N_j^{N_h})\) was added with a well-depth of 4 kcal/mol and a bond length to approximate the distance between the centers of the hexameric NTDs in the HIV-1 capsid lattice. This well-depth was chosen to keep the binding strength of the hexameric NTDs similar to the CG CTD-CTD interaction. The LJ potentials used for the CTD dimer interface in CG simulations, with a well-depth \( \epsilon \) and a zero at \( \sigma \), have the functional form

\[
V_{N_i^{N_h}C_j^{C_h}}^{\text{pair}} = 4 \epsilon \left( \frac{\sigma}{r_{N_i^{N_h}C_j^{C_h}}} \right)^{12} \left( \frac{\sigma}{r_{N_i^{N_h}C_j^{C_h}}} \right)^6.
\]

The functional form used for the NTD binding interaction (between sites \( N_i^{N_h} : N_j^{N_h} \)) is the same as Eq. 2, with the CTD-CTD CG distances \( r_{C_i^{C_h}C_h} \) replaced by the distances between NTD sites, and the potential parameters correspondingly replaced by those for the NTD pair potential. The harmonic pair potential used to bind the monomeric NTD and CTD CG sites together is

\[
V_{N_i^{N_h}C_j^{C_h}}^{\text{pair}} = \frac{K_b}{2} \left( r_{N_i^{N_h}C_j^{C_h}} - r_b \right)^2.
\]

### Identifying coarse-grained sites

To identify the CG sites, we explored two complementary methods. In the first, atomistic trajectories obtained by MD simulation of the CA dimer in solution were analyzed using quasiharmonic analysis (QHA) (33–35) (results are summarized in the Supporting Material). To obtain an idea of the frequency spectrum of the dimer dynamics, we performed a QHA of the center-of-mass motion of the helices and \( \beta \)-loops in the capsid dimer. Based on the QHA, a lower-resolution four-site model of the CA dimer (two CG sites per monomer) was identified (see Fig. 1 c). For comparison, the essential-dynamics coarse-graining method (36) was also used to construct a four-site model of the capsid dimer. The domains identified for a four-site CG model by this method were found to be nearly identical to the domains identified through the QHA analysis, thus validating the CG mapping for the present four-site model.

<table>
<thead>
<tr>
<th>Interface/interaction</th>
<th>CG interface</th>
<th>LJ depth, ( \epsilon ) (kcal/mol)</th>
<th>( \sigma ) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTD-NTD (C_i^{C_h} : C_j^{C_h})</td>
<td>( C_i^{C_h} ), ( C_j^{C_h} )</td>
<td>4.0</td>
<td>2.8</td>
</tr>
<tr>
<td>CTD-CTD (C_i^{C_h} : C_j^{C_h})</td>
<td>( N_i^{N_h} ), ( N_j^{N_h} )</td>
<td>4.0</td>
<td>3.3</td>
</tr>
<tr>
<td>NTD (pair ( N_i^{N_h} : N_{\beta}^{\beta} )) with ( \alpha, \beta = 1,2,3 )</td>
<td>( N_i^{N_h} ), ( N_{\beta}^{\beta} )</td>
<td>0.185 kcal/mol nm ( ^{3} )(( K_b ) in Eq. 3)</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 2 Intradimer position and potential parameters from atomistic and CG simulations for the two-site model

<table>
<thead>
<tr>
<th>Interface/interaction</th>
<th>( K_b ) (kcal/mol ( \text{nm} )^{2})</th>
<th>Equilibrium length (nm)</th>
<th>CG length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTD-NTD (( C_i^{C_h} : C_j^{C_h} ))</td>
<td>0.19 (CG:0.185)</td>
<td>4.031</td>
<td>3.90</td>
</tr>
<tr>
<td>CTD-CTD (( C_i^{C_h} : C_j^{C_h} ))</td>
<td>0.99</td>
<td>2.148</td>
<td>2.85</td>
</tr>
</tbody>
</table>

The four-site model parameters are similar to these, and can be found in Table S1.

### TABLE 4 Three- and four-body potential parameters for the eight-site CG dimer

<table>
<thead>
<tr>
<th>Interface/interaction</th>
<th>Interaction</th>
<th>Parameters</th>
<th>Potential type</th>
</tr>
</thead>
<tbody>
<tr>
<td>NTD-CTD-CTD-NTD</td>
<td>( (N_i^{N_h} : C_i^{C_h} : C_j^{C_h} : N_{\beta}^{\beta}) ) in Fig. 1</td>
<td>3.2 kcal/mol (( K_b ))</td>
<td>Torsion(four-body, Eq. 7)</td>
</tr>
<tr>
<td>NTD-NTD-NTD</td>
<td>( (N_i^{N_h} : N_{\beta}^{\beta} : N_{\beta}^{\beta}) ), ( \alpha = 1,2,3 ) in Fig. 1</td>
<td>1.2 kcal/mol ( \text{deg}^{3} )(( K_b ) in Eq. 6)</td>
<td>Three-body(Eq. 6)</td>
</tr>
<tr>
<td>Inter NTD</td>
<td>(pair ( N_i^{N_h} : N_{\beta}^{\beta} ), with ( \alpha, \beta = 1,2,3 ))</td>
<td>4.0 kcal/mol (( \epsilon ) in Eq. 2)</td>
<td>LJ (Eq. 2)</td>
</tr>
<tr>
<td>Intra NTD</td>
<td>( (N_i^{N_h} : N_{\beta}^{\beta}) ), ( \alpha \neq \beta ) as in Fig. 1</td>
<td>0.185 kcal/mol nm ( ^{3} )(( K_b ) in Eq. 3)</td>
<td>Harmonic(pair, Fig. 1, Eq. 3)</td>
</tr>
</tbody>
</table>
The potential described above includes a shallow minimum at an angle of 108°, as described by the first exponential term, to allow for the possibility of forming pentamers. The parameter, \(a = \sim 11 \text{ nm} \) in Eq. 6, is used to attenuate the spatial component of the potential.

Additionally, for some simulations involving the three-site model of the NTD, an additional short-ranged, four-body intermolecular potential was used, which has the form of the planar inversion potential in the program DL_POLY (39). The functional form of one such potential is given by

\[
V_{\text{torion}}^{\text{N-NTD-NTD}} = \frac{K_\phi}{2} \left[1 - \cos(\omega)\right],
\]

The angle, \(\omega\), is the angle made by one of the CG sites relative to the plane formed by the other three sites. The potential approximates torsion due to the angle made by the plane formed by the (nonspherical) NTD-CTD interface and the CTD-CTD dimer axis, or the orientation of the triangular NTD domain relative to the interfacial NTD-CTD axis, depending on the choice of CG sites involved. This potential, \(V_{\text{torion}}^{\text{N-NTD-NTD}}\), has the same functional form as Eq. 7.

With this CG force field, equilibrium MD simulations of the capsid CG lattice were performed using the DL_POLY package (40). The corresponding parameters are provided in Table 4. The capsid CG lattice was constructed from ~1470 CG capsid monomers, and different initial lattice structures were used. The MD simulations were performed under constant NVT conditions, with the temperature set to 310 K using a Berendsen thermostat (41). No periodic boundary conditions were necessary. A typical CG simulation was equilibrated for ~60 ps using velocity rescaling, followed by MD trajectory lengths of several tens of picoseconds while using a timestep of 3 fs. It should be noted that the CG simulations are significantly accelerated, so their simulation time does not correspond to a real physical timescale, which is much longer.

RESULTS

CG capsid model potentials

Because each capsid monomer, in effect, forms two interfaces corresponding to the contiguous NTD-CTD, NTD-NTD (32), and CTD-CTD binding interfaces, the minimal four-site CG model of the capsid dimer was first used with CG parameters obtained as described in the Methods section (see Tables 2 and 3).

A QHA performed on the trajectories obtained by considering center-of-mass motions of the CA helices found that the largest amplitude motions of the dimer molecules involved collective motion of individual CTD and NTDs relative to each other. Thus, the linker region connecting the capsid CTD and NTD provides considerable flexibility and enables the motion of the N-terminal domains in the dimer. The flexibility inherent in the NTD motion enables packing interactions and binding between different CA subunits, thus aiding in capsid self-assembly. This is supported by the conclusions from the CG MD simulations discussed below, which implicate variations in the additional CTD-NTD binding interface as being crucial to formation of stable, conical capsids.

Capsid shape is controlled by the CTD-NTD protein interface

The CG models described above were used to construct CG representations of the capsid lattice. To understand the
factors that determine capsid shape and stability, CG MD simulations were performed to obtain equilibrium structures of the capsid lattice, starting from different initial configurations. The results from the simulation studies are discussed below.

Low-resolution model structures

Irrespective of the initial configuration and strengths of the effective interactions, two-dimensional capsid structures remained unstable and collapsed into a disordered aggregate when only the effective CG pair potentials (Eq. 1) corresponding to CA two-body dimer interactions were considered. An example of the final structure resulting from an equilibration simulation with an initial cylindrical capsid lattice open at both ends is shown in Fig. 2 a. These results do not change qualitatively on adding angular intradimer interactions (i.e., the terms $V_{\text{3body}}^{\text{NC}}$, $V_{\text{3body}}^{\text{CC}}$, in Eq. 1), and capsid shells continued to be unstable. These calculations imply that the effective interactions present solely due to the capsid CTD dimer at the two-site per monomer CG level are insufficient to describe capsid structural properties and cannot stabilize the capsid lattice cage at this level of CG resolution.

The CG capsid structures dramatically stabilized on adding an additional three-body interaction (Fig. 1 b). This interaction, $V_{\text{3body}}^{\text{NC}j}$ (Eq. 4), represents the effective CTD-NTD interfacial potential, and it constrains the NTD-NTD-CTD angle (for example, the angle labeled in the sequence $N_{i+1} - N_i - C_i$ in Fig. 1 b). The addition of this interaction was motivated by structural studies of the CA hexameric subunit (21,32,42), which show the presence of an additional hexameric NTD-CTD intermolecular binding interface contiguous with the NTD-NTD binding interface in the capsid lattice. CG MD simulations of the capsid lattice with such an effective potential included generated closed, double-walled capsid shells as the equilibrium structure (Fig. 2, b and c). These capsid shells are generally axially symmetric and resemble ellipsoidal structures. However, the surface lattice structure of these closed shells is an hexagonally close packed lattice with each CG amino NTD atom surrounded by six neighboring NTDs (i.e., they are not a p6 symmetry honeycomb lattice as believed to be dominant in the HIV-1 capsid). These results are illustrated in Fig. 2, b–d. The corresponding pair distribution functions for the NTD and CTD CG sites show hexagonal symmetry and are plotted in the Supporting Material.

The result from the present CG simulations (i.e., that an additional interface between CA CTDs and adjoining hexameric NTDs is required for stable, closed capsid shells) is seen in recent structural studies of the capsid lattice, which have also found an additional CTD-NTD binding interface between capsid monomers (21). The destabilization of the capsid structure in the absence of this interaction seen in our CG MD simulations also explains how small-molecule assembly inhibitors might function (9,10). It is known that these inhibitors disrupt portions of the capsid NTD, which in turn participate in this additional binding interface (9,10). Thus, inhibition can occur by disrupting this additional interaction, which stabilizes and then acts as a source of curvature for the capsid lattice structure.

To probe its role in determining capsid shell curvature, we varied the strength of the stabilizing three-body NTD-CTD interaction. The starting configuration for these CG simulations was an open capsid cylindrical lattice. Increasing the strength of the interaction resulted in closed shells of different curvatures (see Fig. 2, b and c). Stronger interactions caused stable structures that are more globular in shape (Fig. 2 c), whereas a weaker three-body potential gave rise to more ellipsoidal closed shells (Fig. 2 b). This result further supports the assertion that the NTD-CTD interaction determines the curvature of the capsid shell. However, the structures formed in these CG simulations were always symmetric at both ends of the capsid shell. Because none of the interactions used broke this symmetry, it was conjectured that cone formation could be induced if the effective three-body CG NTD-CTD interaction (Eq. 4) is modulated locally along the axis of the cylinder, so as to break cylindrical symmetry (i.e., the interaction increasingly strengthens in going from the top to the bottom of the capsid). To be more specific, the value of $K_\phi$ in Eq. 4 was varied by a factor-of-3 from a minimal value of 1.3 kcal/mol deg$^2$ from the top to the bottom of the capsid. (The resulting capsid cone-structure is shown in Fig. 2 d.) It seems clear that varying the strength of the interaction in a linear manner along the axis of the capsid, to break cylindrical symmetry, resulted in capsid cone formation. This result will be revisited later in the Discussion.

To additionally test the effect of the initial configuration of CG CA dimers on the nature and shape of the final capsid structure, simulations were performed with different initial configurations. These included locally disordered and approximately cylindrical structures generated from short CG simulations with the stabilizing NTD-CTD interaction turned off, as well as partially spherical, completely spherical, and open cone conformations. These calculations also resulted in closed cylindrical or ellipsoidal double-walled capsid shells with hexagonally close-packed lattices. All of these CG simulations, however, resulted in regular, axially symmetric equilibrium capsid shells. The results of these calculations can be found in the Supporting Material.

Lattice symmetry and higher-resolution CG representations

CG studies described in the previous section resulted in highly regular capsid structures with hexagonal lattice symmetry. However, in contrast to viral p6 honeycomb lattice symmetry, we always found the lattice symmetry of the CG capsid particles to be close-packed and hexagonal. Higher symmetry occurs because capsid NTDs are represented by CG particles with spherically symmetric potentials and nonspecific interactions. Within the four-site CA dimer CG model, this excess of symmetry could not be corrected.
by the addition of NTD-NTD interactions (Eq. 1), which restrained the angle between adjacent NTDs to be 120°. Addition of these interactions still resulted in the formation of close-packed lattices.

As the interaction potentials are radially symmetric in the spatial coordinates, it is difficult to overcome the occurrence of higher symmetry lattices. Consequently, a more fine-grained representation of the capsid NTD was used to better approximate the NTD shape of the real protein (i.e., a somewhat higher-resolution CG model). It was found that a CG representation having at least three sites corresponding to the NTD was necessary to overcome the hexagonal close-packing symmetry (an overall eight-site CA dimer CG model). The higher-resolution model allowed for the formation of lattice structures with the correct hexagonal symmetry as discussed below. This result lends further credence to the hypothesis that capsid lattice symmetry is determined by the shape of the NTD, in addition to the interfaces that are available for binding with other proteins. The results from simulations with an eight-site CG representation of CA dimers (see Fig. 1 d) are discussed below.

The single-site description for the CTD of the capsid monomers was retained, whereas the NTD was represented as a triangle of three CG sites bonded together with effective harmonic potentials (Fig. 1, c and d). As before, capsid cylinders constructed out of this higher-resolution model collapsed in the absence of stabilizing CTD-NTD three-body interactions and formed two-dimensional ordered lattice structures upon adding these interactions. Even in this model the absence of a CG potential (such as in Eq. 6) to enforce constraints on the angle between hexameric NTDs results in partially close-packed configurations, wherein at least one of the NTD sites packs into a hexagonal, close-packed lattice. To offset this and induce a hexameric p6 lattice, we found the additional NTD-NTD three-body angular interaction (Eq. 6) to be essential to constrain the angle between NTD domains to be ~120°. This CG potential effectively represents the NTD helix packing constraints in the real capsid lattice, but at a significantly lower resolution.

Upon adding the NTD-NTD three-body interaction (Eq. 6), we generated lattice structures that had overall p6 lattice symmetry (see Fig. 3 and note the NTD CG site color scheme from Fig. 1 d). The cylinders generated by these potentials have an overall flattened shape (Fig. 3 a), which is because the simple NTD CG potentials that impose honeycomb symmetry also impose planarity. To correct for this, we introduced additional interactions (Eq. 7) corresponding to orientation of the triangular NTDs at the NTD-CTD interface and torsion at the CTD-CTD interfaces (see Eq. 1, Fig. 1, c and d). These torsional interactions are approximately representative of the torsion present in the atomistic capsid lattice CTD-CTD and hexameric CTD-NTD interfaces. The introduction of this interaction offsets the flattening of the CG lattice structures, and for strong dihedral interactions, it retains the p6 symmetry of the capsid lattice (Fig. 3 b and Fig. B4 and Fig. B5 of the Supporting Material). We also used purely angular NTD-CTD-CTD interactions (Eq. 5) to examine whether the flattening could be similarly offset. Our simulation results indicate that although there is some change in curvature and the cylinder shape becomes disordered and irregular, the cross section of the cylinder remains flattened.

As before, the key three-body CTD-NTD CG interaction was also varied linearly along the axis of (rotational) symmetry to explore the possible effect of such a variation (i.e., one that gets stronger in going from top to bottom of the capsid). This resulted again in the formation of closed,
conical capsid structures (Fig. 3, c and d). Unlike with the single-site CG model for the capsid NTDs, in this case the cone formation was more robust and occurred at multiple values of the initial CG interaction strength. The lattice structure of this conical shape was disordered in some places, but regions still existed with p6 lattice symmetry.

Variation of the different CG effective interactions produces closed capsid structures with differing amounts of disorder and symmetry; however, the shape of the capsid remains relatively independent of the lattice structure. Consequently, even though an exact p6 symmetry for the viral capsid lattice is not always reproduced, these CG studies appear to have identified the role of the different net protein-protein interactions responsible for determining the shape and stability of the HIV-1 viral capsid.

DISCUSSION

The CG model calculations presented here imply that HIV-1 retroviral capsids can gain their conical structure through variations in the CTD-NTD packing interface, which break axial symmetry. Furthermore, experimental evidence indicates that the formation of asymmetric, conelike structures is influenced by the electrostatic environment in which capsid self-assembly occurs (19,27). Thus, the formation of the HIV-1 CTD-NTD packing interface may be dominated by polar interactions. As the studies presented here indicate, systematic variability in this interface would be sufficient to explain the formation of a variety of capsid shapes, including the observation of conical capsids, in the in vitro self-assembly experiments. The results also imply that related retroviruses that form symmetric capsids have more hydrophobic CTD-NTD packing interfaces in comparison to the HIV-1 capsid. This prediction is further supported by estimates of the ratio of solvent-exposed surface area (SA) occupied by nonpolar residues in the NTD portion of the CTD-NTD interface relative to the total nonpolar-solvent-exposed SA of the capsid NTDs of HIV-1 and related retroviruses (EIAV, RSV, HTLV-1, and MLV). Upon comparison to the other retroviral capsid NTDs, the HIV-1 capsid NTD domain had the smallest amount of SA covered by hydrophobic residues at the NTD-CTD interface, both in absolute terms and in relation to the total available nonpolar SA of the corresponding NTD. The MLV capsid protein was closest in this property to HIV-1, while the RSV capsid protein had the most hydrophobic surfaces. These predictions have some support from recent structural studies (21,32) of the HIV-1 CA hexamer, showing that the HIV-1 NTD-CTD interface has a strong hydrophilic and polar character. The details of the surface area estimates are provided in the Supporting Material.

The simulation studies presented here show that torsional interactions involving the CG NTD and CTD sites control the degree of curvature (or flatness) of the CG capsid lattice. This raises the intriguing possibility that torsion between capsid CTDs relative to each other along the dimer interface could influence the curvature of the HIV-1 capsid lattice. Stiffer interfaces penalize the rearrangement or assembly of CA proteins in the lattice to form pentameric defect configurations required for lattice curvature. Thus, flexible interfaces can be expected to allow a greater variety of curved lattices to form. Consequently, it may be possible that modulating torsional flexibility through mutations along the dimer or even other binding interfaces would enable the formation of capsid shells of varying sizes and curvature.

Our results further show that the lattice symmetry of the capsid is strongly influenced by the effective shape of capsid NTDs. CG representations that approximate the capsid NTD at different levels of resolution demonstrates a variety of lattice symmetries for the same basic capsid shapes. This result may have significant implications for modeling the self-assembly process of viral capsids. Because approximate representations of individual capsid protein structures will, in general, have some binding conformations differing from those for the actual capsid proteins, we find, when compared to the actual protein self-assembly pathways, that there are different structures into which CG models can combine during self-assembly. This indicates that interpreting the results of protein self-assembly simulations using effective CG models will require careful interpretation, in order to infer biologically relevant information. This work suggests that the CG models developed here could be extended to study the self-assembly kinetics of retroviral capsids. To correctly mimic the packing symmetries of capsid subunits during the self-assembly process, such studies will require the inclusion of greater specificity in CG interactions—possibly through the development of higher-resolution CG models of the individual protein interfaces. As indicated by the results, long-range electrostatic and dynamical polarization interactions are likely to be critical for determination of assembly products, and including these interactions in our presented coarse-graining approach is of considerable value in modeling capsid as well as more general biomolecular self-assembly processes.

CONCLUSIONS

Using a coarse-graining strategy, this work has examined the role of different capsid protein interactions in controlling HIV-1 capsid shape and lattice symmetry. The results suggest that the atomistic and structural factors determining capsid stability are common across different members of the family, whereas variations in overall capsid shape across different retroviruses are caused by variations in the strength of curvature-inducing binding interfaces. It is interesting to note that some of the shapes obtained from different CG simulations in this study resemble capsid shapes in other retroviruses. This may have useful implications for the development of inhibitors that can act simultaneously on
multiple retroviruses, by disrupting common mechanisms of capsid self-assembly and stability.

**SUPPORTING MATERIAL**

Six figures and one table are available at [http://www.biophysj.org/biophysj/supplemental/S0006-3495(09)01563-X.](http://www.biophysj.org/biophysj/supplemental/S0006-3495(09)01563-X).

We thank the National Science Foundation Teragrid for use of clusters at the National Center for Supercomputing Applications. We thank Profs. Christopher P. Hill and Wesley I. Sundquist for many useful discussions, and also Prof. Mark Yeager and Dr. Owen Pornillos for the coordinates used in constructing the hexamer structures in Fig. 1. V.K. thanks Drs. Zhiyong Zhang, Luca Larini, and Ian Thorpe for their valuable input.

This work was funded by the National Institutes of Health (grant No. P50-GM0825445).

**REFERENCES**


